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Abstract
A tumor is the unregulated growth of abnormal cell which increase intracranial pressure within the skull. In recent decades,
the human brain tumor is becoming a major cause of death of many people. Medical image processing is the most challenging
and innovative field especially magnetic resonance imaging (MRI) for the detection of human brain tumors. In addition,
the early stage of detection can cure severe cases and save a life. Moreover, MRI is a noninvasive imaging technique that
produces high-quality MR image which is best suited to the detection of abnormal growth e.g., tumor in the brain. In this
paper, we proposed a model that includes K-means algorithm and an improved support vector machine (ISVM) classifier for
detecting brain tumors. In the proposed algorithm, firstly, the MR image is acquired from the database which is reprocessed
by the median filter; secondly, the processed image is segmented using K-means algorithm; finally, abnormal cell e.g., tumor,
is detected using ISVM algorithm. From the experimental result, the proposed algorithm achieved better accuracy when
compared to other conventional schemes. In addition, this proposed algorithm reduces the execution time and can detect a
tumor in a short time (in a second).
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1. Introduction
1.1. Motivation
Digital image processing (DIP) is an emerging field in
biomedical engineering and medical science such as tumor
detection and classification, cancer detection and classifi-
cation, and testing and examining are the most significant
parts of the human body [1][2]. The brain is the most im-
portant and complex structural part of the human body that
consists of the 60-100 trillion neurons. A brain tumor is a
severe threat to human life [8]. Brain tumor plays a crucial
role in medical science.
A tumor is the uncontrolled growth of abnormal cell which
increase intracranial pressure within the skull. The early
detection and classification of brain tumors are very crucial.
Presently, abnormality of brain i.e., tumor, is diagnosed us-
ing computer-aided diagnosis (CAD) systems for system-
atic and specific detection of brain abnormalities. A brain
tumor is the unnatural growth of tissue or central spine that
can interrupt the proper function of the brain. According to
the report of the national cancer institute statistics (NCIS),
the death rate on account of brain cancer for the USA is
12,764 per year, 1063 per month, 245 per week, and 34
per day [3][4]. so, it is most significant to diagnose brain
tumors in advanced levels to save lives. Moreover, the pro-
cesses of tumor detection should be done at very high speed
and accuracy. This is only possible by using radio imaging
techniques such as magnetic resonance (MR) images, com-
puted tomography (CT) scan, positron emission tomogra-
phy (PET) scan. MRI is a non-invasive technique that pro-
duces high-resolution cross-section image which is as usual
use for the detection [13][12]. Again, MRI provides a large
amount of information so that it is available for detecting
tumors. The detection of a brain tumor from radio imaging

is manually done by experts.
However, some problems exist in the manual system, such
as it is taking a large amount of time, and segmentation
of MR image by different experts may vary significantly.
Moreover, the result of tumor detection may vary based on
the doctor’s experienced, brightness, and contrast of image.
For these reasons, the automatic brain tumors detection has
become more significant. Automatic detection of brain tu-
mors can increase the probability of survival of a tumor. .

1.2. Contribution
In this paper, we proposed an efficient and fruit full algo-
rithm which helps in the segmentation and detection of the
brain tumor as follows:

• We analyzed MRI images and segmented that image
using the K-means algorithm which produces 8 clus-
ters for the detection of tumors.

• We proposed an improved support vector machine al-
gorithm which can detect brain tumor from the seg-
mented image even if the size of the tumor is very tiny,
large, and more complex.

• From the experimental result, it shows that the per-
formance of the proposed scheme obtains better sens-
ing and classification of the MRI image when com-
pared to other conventional schemes like random for-
est method, region growing, artificial neural network
(ANN)

1.3. Organization
The rest of this paper is presented as follows: Section 2.
presents the related works. Section 3. presents the pro-
posed algorithm for tumor detection. The experimental re-
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sults and discussion are summarized in Sections 4., and 5.
presents the conclusion and future works.

2. Related Work
Brain tumor detection is a challenging field from MRI im-
ages in medical science. In recent years, the diagnosis of
tumor from MRI images is made by the radiologists. It
produces inaccurate results of having high rater variabil-
ity. Then, semi-automatic detection methods like Extreme
Learning Machine, K-nearest neighbor (KNN), fuzzy C-
means, ensemble classifier (EC) and support vector ma-
chine (SVM) were used for the detection process.
In [4], Depa et al had proposed an automated detection
process that differentiates normal and abnormal tissue from
MRI images. They were used wavelet transform for ex-
tracting features and support vector machine algorithms for
classification. However, accuracy was good but sensitivity
and specificity were poor. In [7], the authors had proposed
a model that detects tumors using SVM algorithm. They
hade used an artificial neural network (ANN) to train the
network and SVM was used to segment and detect the tu-
mor. However, the accuracy was not good for complex and
tiny regions of the tumor.
In [1], Abdullah et al, were proposed an SVM pattern
recognition algorithm that detects and classification tumors
based on the symmetry which is exhibited in the axial and
coronal images. They got accuracy 65% which is so poor
for the detection of abnormal tissue in the brain.
In [15], Usman et al, were proposed a brain tumor segmen-
tation and classification method for the detection of tumors
in multi-modality magnetic resonance imaging scans. They
had used a random forest classifier for the detection in the
MRI image. They detected dice overlap, tumor core region,
and enhanced tumor region. However, the result would be
improved and the segmentation process was not impressive
for tumor detection. To mitigate, these problems an effi-
cient tumor detection method is proposed here which gets
better accuracy in the detection of the tumor.

3. Proposed Detection Model
3.1. System Model
The support vector machine is a representation of differ-
ent classes in hyper-plane in multidimensional space where
support vector, hyperplane, and margin are an important
concept. Figure 1 shows the architecture of SVM.

Figure 1: Architecture of support vector machine

3.2. K-means Clustering Algorithm

The K-means clustering algorithm is an unsupervised
learning algorithm. It provides a simple way to classify
a given data set into a specific number of clusters i.e. a set
of data such as x1, x2, x3, ...., xn are grouped into K clus-
ters. The main theme behind this algorithm is to define K
centers, one for each cluster [11]. The K cluster centers is
selected randomly. Distance measure plays a vital role in
the performance of the algorithm. Different distance mea-
sure techniques are available for this algorithm such as Eu-
clidean distance, Manhattan distance, and Chebychev dis-
tance, etc. A proper technique for distance calculation is
entirely depend on the type of data that we are going to
cluster. Moreover, we will use Euclidean distance as the
distance metric because it is fast, robust, and easier to un-
derstand [5]. K-means clustering algorithm is described
step by step as follows:

Algorithm 1 K-means clustering algorithm.

Assume that, X = x1, x2, x3, ...., xn be the data points
set and V = v1, v2, v3, ..., vc be the set of cen-
ters.

1: Define number of clusters ′K ′.

2: Randomly, define cluster centers ′c′.

3: Calculate the distance between each data point and
cluster centers.

4: Data point is assigned to the cluster center whose dis-
tance from the cluster center is minimum of all the clus-
ter centers.

5: Then , new cluster center is recalculated as follows.

Vm =
1

cm

cm∑
J=1

xm (1)

where ‘c′m is the number of data points in m-th cluster.

6: Recalculate the distance between each data point and
newly acquired cluster centers.

7: If no data point was reassigned then stop, otherwise
repeat steps from 3 to 6.

Euclidean distance is used calculated between each pixel to
each cluster center. All the pixels of the image are com-
pared individually to all cluster centers using the distance
function. The pixel is lead to one of the clusters which are
smaller in distance among all. Then, the center is recalcu-
lated. Then, every pixel is compared to all centroids again.
This process continues until the center converges and the
convergence is evaluated through a maximum number of
iterations. The quality of clustering of this algorithm is op-
timized through repetition of K-means several times with
different initialization in order to identify best centroids.
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3.3. Proposed ISVM Detection Algorithm
SVM is a supervised machine learning algorithm that can
be used for classification or regression problems [10]. Af-
ter founding a hyperplane that completely separates the
classes in our training set. We expect that when the new
data comes along, it will be similar to the training data.
Points that should be classified as one class or the other
should lie near the points in training data with the corre-
sponding class. It uses a technique called the kernel trick
to transform your data and then based on these transfor-
mations it finds an optimal boundary between the possible
outputs. The entire methodology is introduced for the de-
tection of tumors in human brain MRI images utilizing K-
means clustering AND ISVM algorithm are represented by
the subsequent flowchart shown in Figure 2. At first, the
acquisition of the human brain MRI image is done from the
database and then the input image is processed by the me-
dian filter, and enhancement of the MRI image is also car-
ried out. Furthermore, the window is selected and the out-
put of the window has been segmented with the K-means
clustering segmentation where 8 clusters are used. Finally,
the tumor is identified and detected with a red line marked
by ISVM. The proposed algorithm is presented here.

Algorithm 2 ISVM algorithm for tumor detection in Brain
MRI image.

1: Define training vectors xi ∈ Rn, i = 1, . . . , l, in two
classes, and a vector y ∈ Rl such that yi ∈ {1,−1},
C-SVC

2:

min
w,b,ξ

1

2
wTw + C

l∑
i=1

ξi (2)

yi(w
Tφ(xi) + b) ≥ 1− ξi,

ξi ≥ 0, i = 1, . . . , l.

3: Its dual is

min
α

1

2
αTQα− eTα

0 ≤ αi ≤ C, i = 1, . . . , l, (3)
yTα = 0,

where e is the vector of all ones, C is the upper bound,
Q is an l by l positive semidefinite matrix, Qij ≡
yiyjK(xi, xj), and K(xi, xj) ≡ φ(xi)

Tφ(xj) is the
kernel. Here training vectors xi are mapped into a
higher (maybe infinite) dimensional space by the func-
tion φ.

4: The decision function is
f(x) = sign(

∑l
i=1 yiαiK(xi, x) + b).

5: Repeat step 2 to 4 until complete the whole process to
recognized object.

6: End

Figure 2: Flow chart of tumor detection in MRI image.

4. Experiment and Result

4.1. Dataset

A database of 20 brain tumor images is shown in Figure
3. The database has been made by collecting different
complex brain tumor MRI images. We collected these im-
ages from [2], https://www.mr-tip.com, and pre-processed
for the betterment of application in our algorithmic pro-
gram. Then, we have processed these images by MATLAB
2016(a) and made the database for final use so that the tu-
mors in these images are detected so easily.

Figure 3: Database of 20 MRI images.
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4.2. Results

MR image pre-processing is very significant to detect tar-
get region exactly and made easy for further processing.
Usually, the dataset that contains image is so poor quality
which requires filtering noise and sharpening the image. In
the pre-processing step, the acquired image in the dataset is
converted into a two-dimensional matrix and the image is
converted into an RGB image to a grayscale image. To im-
prove image quality and eliminate the noise, a median filter
is used. Then, the enhancement of the image is done by
performing the adjusted operation, histogram-based oper-
ation, and adaptive histogram-based operation. Generally,
enhancement of an image means improving the contrast of
the image. Then, in Figure 5(b), there is an initial segmen-
tation of the image using a K-means algorithm which is
segmented based on there gray-level intensity and temper
of color where k = 8. After that, the tumor is filtered by
the median filter again. Then, the tumor is detected and
marked as a red line using the ISVM algorithm based on
the Euclidean distance from the cluster center to each data
point which primarily depends on the different features.

Figure 4 shows the filtered image of the input no. 5 image
of the database is done by the median filter and enhanced
image of the filtered image. Figure 5, shows the segmented
image is done by the K-means algorithm from an enhanced
image and then detected a tumor using the ISVM algorithm.
Figure 6 shows the simulation process and a result of an-
other image no. 17 of the database in incorporate in one
window.

Figure 4: Filtered and gray scale image of input image no.
5 in database.

Figure 5: Segmented and detected tumor of input image no.
5 in database.

Figure 6: Tumor detection of input image no. 17 in
database.

4.3. System Performance
There is some error rate based on detecting or not detect-
ing any abnormal cell in all brain tumor MRI image. These
can be measured on the basis of the value that are called
true positive, false positive, true negative, and false nega-
tive In this paper, all MRI images in the database have been
tested to calculate the system performance e.g., accuracy,
sensitivity and specificity. For the evaluation of the sys-
tem accuracy, sensitivity and specificity the following four
attributes are used in the measurement.

• TP (True Positive): The test result is positive in the ex-
istence of the objective abnormality and detected cor-
rectly.

• TN (True Negative): The test result is negative for
non-existing of the objective abnormality and not de-
tected correctly.

• FP (False Positive): The test result is positive for non-
existing of the objective abnormality and detected cor-
rectly.

• FN (False Negative): The test result is negative for
the existence of the objective abnormality and not de-
tected correctly.

Sensitivity can be defined as the measurement of exact
identification of the MRI image that do not contains a tu-
mor. The sensitivity, α is defined as follows:

α =
TP

TP + TN
× 100 (4)

Specificity can be defined as the measurement of exact
identification of the MRI image that do not contains a tu-
mor. The specificity, β is defined as follows:

β =
TN

TN + FP
× 100 (5)
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Accuracy can be defined as the measurement of actual clas-
sification. The accuracy, η is defined as follows:

η =
TP + TN

TP + TN + FP + FN
× 100 (6)

Table 1: Comparative analysis of tumor detection for the
conventional schemes and the proposed ISVM algorithm.

Name of Parameter Result
TP 18
FP 0
TN 1
FN 1
Sensitivity 94.74%
Specificity 100.00%
Accuracy 95.00%

Table 1 describes the Comparison of computational time
among conventional methods and proposed TKFCM
method where image size is 256 by 256, processor is
Corei5 and the operating system used, is Windows10.

Table 2: Comparative analysis of tumor detection for the
conventional schemes and the proposed ISVM algorithm.

SL Title Technique Accuracy
1. Tumor segmentation

from single contrast
MR image of human
brain [14]

Random for-
est classifica-
tion

83.00%

2. Brain tumor detec-
tion using artificial
neural networks[6]

ANN algo-
rithm

88.24%

3. Tumor detection and
classification of MRI
brain image using
wavelet transform
and SVM [9]

Wavelet
transform and
SVM

86.00%

4. Proposed technique K-means
and ISVM
algorithm

95.00%

From Table 2 , we observed that the proposed ISVM model
achieved a better detection accuracy when compared to
other conventional tumor detection techniques.

Table 3: Comparison of computational time t among con-
ventional methods and proposed ISVM method

Name of Algorithm Time t
Thresholding 3 min
Region Growing 10 min
ANN 7–15 min
FCM 130–140 s
TK-means 4 min
Proposed ISVM 40–60 s

In Table 3, the average required time for different algo-
rithms are described.From the table 3, it can be said that

most of the algorithm take very long time to compute the
actual result such as thresholding, region growing and ANN
algorithm takes 3, 10 and 7-15 min whereas our proposed
algorithm ISVM takes only a 40–60 s.

5. Conclusion and Future Work
In this paper, the performance of the proposed ISVM al-
gorithm acquired better compared with the conventional
schemes. Moreover, this algorithm is shown that is an opti-
mum over the conventional schemes. In brain tumor detec-
tion, the proposed ISVM algorithm has achieved an accu-
racy of 95.00%, the sensitivity of 94.74% and specificity of
100% which is better when compared to other conventional
techniques.
For future work, we will analyze the tumor detection accu-
racy for a real-time dataset with extracting high dimension
features. In addition, we will apply this model to reduce
complexity and executive time in the future.
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